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はじめに－本レポートを執筆した背景－
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 昨今の生成AIブームにより、巨大IT企業によるLLM（Large Language Models：
大規模言語モデル）精度向上の発表や、各社からの過熱気味なリリースが相次いで

います。

 情報が錯綜する中、PwCコンサルティング合同会社は公平な立場から、現在の技術

レベルを整理し、研究開発の最前線や議論の焦点を俯瞰しました。

 さらに、今後5年・10年を見据えた生成AIの進化と社会・ビジネスへの影響について

展望します。

 本レポートが、皆さまの中期経営計画や事業戦略の見直し、生成AIの本質的な理解

に資することを願っています。
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エグゼクティブサマリー
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• マルチモーダルなインプット情報の統合により、複雑な感情の理解力が向上し、
それに伴って半永続的な記憶力も向上

• 複雑な問題を分解し、その背後に潜むパターンを発見できる思考の連鎖により、
アナロジーを用いた汎化能力が向上。それに伴って、自己学習や知識創造の
発展余地あり

• 従来の受動的なAIとは異なり、ユーザーの目的に応じて自律的にタスクを設計・
実行する能動的なAIが登場

• 現状はワークフロー型が主流だが、ベースモデルの精度向上によって2035年には
完全自律型エージェントが実現する見込み

• ロボティクスの発展は近年SWの発展により知能化が進んでおり、今後はソフトウェ
ア（SW）とハードウェア（HW）が一体化したフィジカルAIが登場

• AIの進化により、従来のロボット制御とは異なるEnd to End制御が可能になり、
既存技術では実行困難であった汎用かつ高度なタスク操作が可能に

ベースモデル自体
のさらなる精度向上

1

デジタル空間：
エージェントの普及

2

フィジカル空間：
フィジカルAIの誕生

3

3
つ
の
潮
流

企業の在り方の変化
• 従来のヒトが主体の企業からAIエージェントが主体となり、多様な役割を自律的に
担うことで、企業運営の効率化・高度化にとどまらず、抜本的な企業改革が進む
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I. LLMの進化と現在地（限界点）

II. 3つの潮流を踏まえた5～10年後の技術動向

Ⅱ-① マルチモーダル・推論モデル技術動向

Ⅱ-② AIエージェント技術動向

Ⅱ-③ ロボティクスにおける生成AI技術動向

III. 技術動向を踏まえたAIエージェント時代の企業の在り方

Agenda
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AI全般のトレンド
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Before AIはヒトがデータを理解・分析し、特徴量を抽出していたが、After AIは単に指示（問題）を与えるだけでアクショ
ンが可能になり、AIが主体となり始めている

活
用
の
幅

Before AI <ヒトが主体>

「ヒト」が、
データを分析し、データの中から
特徴を導出する

With AI <AIと共に>

「ヒト」が指示（課題）を出し、
「AI」が過去の知識を基に回答を
提案する

「AI」が、
問題を自律的に判断し、解決する
自立型アシスタント

After AI <AIが主体になる>

ヒトが、過去の膨大なパ
ターンから特徴を抽出し、
予測的分析を行う

• 主なタスク例
• 検定、相関分析
• 分類／回帰予測
• 画像／音声認識

記述統計／機械学習／ DL AIが適宜マスタを参照しながら

事前学習済みモデルに従い、
与えた指示に対して、回答・
生成する

• 主なタスク例
• 文章／画像／動画生成
• 質問回答

生成AI AIが自律的に推論し、
アクションを行う

• 主なタスク例
• カスタマーサポート
• プランニング
• PJ等の管理

AIエージェント

データ理解
特徴量エンジニアリング

分析

文章生成 画像生成 動画生成

指示 指示 指示 レストラン
検索

レストラン
予約

予約メール
生成

提示・承認依頼
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LLMの技術進展のスピード

過去5年
最高精度は右肩上がりに推移

「巨大なモデルの開発が終わりに近づい
ている」という識者も存在し、事前学習ス
ケーリングには限界があることを指摘

今後は、推論時スケーリングに
よって最高精度はさらに向上

していくと予測

*MMLUベンチマーク：様々な分野のタスク（数学、歴史、コンピュータサイエンス、法律など）に対する言語モデルの性能を評価するためのベンチマーク

LLMの精度向上は事前学習と推論のスケーリング則に支えられて高速に進展しており、今後も推論スケーリングにより
さらに向上すると考えられる

MMLUベンチマーク*における各年度の代表的なモデル精度（％）の推移

事前学習スケーリング

モデルのサイズ、訓練データ、訓練時間を大きくする
とモデル精度が向上する

大規模な文書データを活用してLLMに知識を与える
ステップおけるスケーリングのこと

推論スケーリング

推論時間を長くするとモデル精度が向上する

予測をしたいデータを事前学習済みモデルに当てはめ、
結果を導くステップにおけるスケーリングのこと

精
度
向
上
要
因

カテゴリ

概要

効果
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LLMの現状の精度
LLMの急激な進歩により、難易度の低いタスクではすでにヒトを超える精度を達成している。一方で、コンテキスト理解
が必要な複雑なタスクは依然として苦手な分野である

※SWE-Lancerは全てヒトによって解かれている実タスクであるため、
精度を100％とした 7

タスク 基礎知識に基づく問題解答 専門的な質問への回答生成 実務的な設計／開発／テスト（coding）

• MMLUはWikipediaにあるような比較的簡
単な知識を問う大規模なベンチマークである

• 数学、歴史など57の分野の選択肢問題で
LLMの正誤を評価する概要

• GPQAはph. Dレベルの知識や推論（物
理、化学、生物の3分野）を問う短答選択
肢式のベンチマークである

• 要求される知識水準は専門性が高いもの
の、短答ゆえ単純で多段推論は不要な問
題が多い

• SWE-Lancerは既存のアプリケーションの

改修といった、現実の実務タスクである
コーディングタスク（設計、開発、テストな
ど）のベンチマークである

• クライアントの業務理解など複雑なコンテ
キスト理解や過去の蓄積されたナレッジ等
の保持・参照をする必要がある

評価
簡単な知識問題では、LLMとヒトでほぼ
差がない

LLMは専門知識も獲得しつつある。非推
論モデルではヒトに精度で劣るものの、
推論モデルはヒトより高精度

コンテクストの理解が必要な現実のタス
クは、ヒトにとって難しくない問題でも
LLMは苦手

◎ ○ ×

精度

0% 50% 100%

推論モデル

非推論モデル

人間

92％

0% 50% 100%

推論モデル

非推論モデル

人間

83％

0% 50% 100%

推論モデル

非推論モデル

人間※ 100％

MMLU（2021） GPQA（2023） SWE-Lancer（2025）

タスク難易度
低 高
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［参考］ Large Language Modelとは
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大量の学習データを用いて、単語間の関係性や注目する単語の重み等を最適化し、LLMのベースモデルを構築する

イ
メ
ー
ジ

概
要

事前学習済みモデル

定
義

事前学習が完了した
ベースモデルのこと

特
徴

• 言語体系

主要言語として、
英語、日本語、中国
語等に加え、地域・
少数言語等を含め
て100以上の言語を
学習している

• 言語の文法・語彙

各言語の文法や語
彙に関するパターン
を学習している

• 学習されたベース
モデルが出力される

Output

「日本の首都は ［MASK］ です」の ［MASK］ に入る単語を予測する

日本の首都は神奈川です

問題

予測 × 日本の首都は東京です 〇
例

MASK

日本 の 首都 は です

3 2 10 10 1重み

単語

MASK

日本 の 首都 は です

10 2 20 4 1重み

単語

更新

更新

数億〜数千億のパラメータを更新

単語間の関係性（距離）1
パ
ラ
メ
ー
タ
の
更
新
イ
メ
ー
ジ

2 注目する単語の重み

日本

首都

神奈川

東京

<言語概念図>

首都

日本
神奈川

アメリカ

ワシントン

韓国

ソウル

日本

首都

神奈川

東京

<言語概念図>

首都

日本
東京

韓国

アメリカ

ワシントン

ソウル

• 文章データの正確な穴埋めをできるように単語間の関係性（各単語に対する
埋め込みベクトル）や注目する単語の重み（Attention）等のパラメータを更新し、
最適化する自己教師あり学習を行う

ProcessInput

• 過去数十年分の

大量の文章データを
入力する

過去数十年分の
大量のデータ

構
造

非
構
造

音声データ

動画データ

画像データ

文章データ

データベース

テーブルデータ

HTMLデータ

LLMの学習方法

埋め込みベクトル

LLMでは、単語や文が「意味
空間」と呼ばれる高次元の
空間内で表現できるため、
文や単語の意味を解釈可能

1

Attention

入力全体を見渡し、文脈の
中で本質的に重要な部分に
集中する仕組みがあるため、
複雑なテキストからでも関
連性の高い情報を効率的に
抽出し、文脈に応じた自然
で一貫性のある応答を生成
することが可能

2

ポイント（MLとの違い）
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現状のLLMの精度の問題点
現在のLLMが抱える問題として、コンテキスト理解や自己改善における①メタ認知、
さらには長期的な知識の保持に関する②記憶のハードルを越えることが、精度アップの秘訣

精
度
ア
ッ
プ
の
ポ
イ
ン
ト

②記憶
• 現状のLLMはプロンプトウィンドウ内のみで短期的な記憶を保持可能。一方で、膨大な過去の情報を全
て参照することができず、長期的な知識の保持に課題がある。

• AGIレベルでは、純粋に記憶を効率的に管理するにとどまらず、知識の自動更新や検索と推論の統合
による記憶の長期保持を行える可能性がある。

①メタ認知
• 現在のLLMは、コンテキストを踏まえた事象の抽象化やその概念的なメタ情報の理解に限界があること
に加え、自己改善能力はまだ見られない。

• AGIレベルでは、自意識を獲得する可能性があり、自己改善によって継続学習する可能性がある。

③推論
• 現状のLLMは推論モデルの登場で今まで苦手としてきた数学などの多段階の推論が可能となりつつある。
• AGIレベルでは、根本的な因果関係の理解、複雑で長いコンテキストを持つ推論、ハルシネーションの
低減を行う可能性がある。

⑤倫理・安全性
• 現状のLLMは、ガードレールの設定などにより、学習データに含まれるバイアスから不公正や差別的な
言動を避けるための制御が可能となりつつある。

• AGIレベルでは、ヒトや他のLLMとのかかわりにおいて倫理・安全性に関連する問題をより起こさなくな
る可能性がある。

④知覚
• LLMは言語ベースの理解が主であったが、画像、音声、触覚などのマルチモーダルな知覚も可能となり
つつある。

• AGIレベルではさらに多くのモダリティを同時に統合し、より堅牢で信頼性が高くなる可能性がある。

解
決
し
つ
つ
あ
る
領
域

さらなるLLMの精度アップヘ向けて必要な項目

参考：Feng, Tao, et al. “How Far Are We From AGI： Are LLMs 
All We Need?.” arXiv preprint arXiv：2405.10313（2024）.

AGI ：全てのタスクでヒトを上回り、
ヒトの介入なしにヒトの仕事を代替する

現状のLLM ：特定のタスクにおいて
ヒトを上回る能力を持つ

ヒトレベル

現状のLLMとAGI（汎用人口知能）のレベル感

AGI

現状のLLM

1 メタ認知

2 記憶

3 推論 4 知覚

5 倫理・
安全性
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https://arxiv.org/abs/2405.10313
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［参考］ ベンチマークの種類と内容について

分類 ベンチマーク 概要 問題例

一般知識

MMLU 57の多様なタスク（歴史、数学、法律など）でLLMの知識と推論力を測定
する選択問題集

複素数平面zにおいて、z^2=|z|^2を満たすのは以下のうちどれか。（A） 2つの点 
（B）円 （C） 半直線 （D） 直線

TriviaQA WikipediaなどWeb上から収集されたファクトベースの大規模質問応答タ
スク

エル・アライメンの戦いはどこの国で起こったか。

専門知識

GPQA
物理、化学、生物の専門家によって作成された、各分野別のph. Dレベル
の難易度を持つ問題群

二つの量子状態が10^-9, 10^-8秒の寿命を持つとき、これらのエネルギーを明確
に区別できるようなエネルギー差は以下のうちどれか。10^-4eV, 10^-8eV, 10^-
9eV, 10^-11eV。   

MedQA
米国の医学試験（USMLE）の過去問を使用した医学知識のベンチマーク 57歳の男性が、右上肢と右下肢の脱力を2ヵ月前から自覚し、かかりつけ医を受

診した。 （中略） この患者の症状の原因として最も可能性が高いのはどれか。A：
HLA-B8ハプロタイプ、B：HLA-DR2ハプロタイプ、C：SOD1の変異、D：SMN1の
変異、E：ウイルス感染

数学
（競技）

MATH
AMC, AIMEなどの高校生以下を対象とした競技数学の問題を含むデータ
セット

正の実数aとbがa>bおよびab=8を満たす。（a^2+b^2）/（a-b）の最小値を求めよ。 

推論

BIG-Bench Hard 言語理解・論理・創造性などさまざまな能力を測定するベンチマークであり、
その中でも従来のLLMが苦手とする多段階の推論を必要とする問題群

以下の単語をアルファベット順に並べ替えよ。
Burley, bela, Arapaho, bacteria, book

DROP
長文の読解と離散的推論（数値計算、比較）を必要とする質問応答タスク 「1517年、17歳の王はカスティーリャへ航海した。（中略） 1518年5月、チャール

ズはアラゴンのバルセロナへ旅行した」。チャールズが先に旅行したのはカス
ティーリャか、バルセロナか？

実務

SWE-lancer
フリーランスエンジニアが実際に受注するような現実のコーディングタスク
を集めた問題群

既存の○○というアプリケーションに、ウェイポイントエディタで、次のフローを追加
してください：ドットメニューアイコン -> メニューポップアップ -> 削除確認
実現すべき最終デザインのスクリーンショットについては、このコメント（省略）を参
照してください。

GAIA 現実に遭遇する可能性のある短答問題を主に集めたもの 尋常性痤瘡（じんじょうせいざそう）におけるピロリ菌に関する臨床試験のNIHの
ウェブサイトに掲載されている2018年1月～5月の実際の登録者数は？

近年ではLLMの性能向上に伴い、一般的な知識を問うものからより高度な専門知識や推論能力を問うものまでさまざ
まなベンチマークが存在する

10
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I. LLMの進化と現在地（限界点）

II. 3つの潮流を踏まえた5～10年後の技術動向

Ⅱ-① マルチモーダル・推論モデル技術動向

Ⅱ-② AIエージェント技術動向

Ⅱ-③ ロボティクスにおける生成AI技術動向

III. 技術動向を踏まえたAIエージェント時代の企業の在り方

Agenda
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3つの潮流

12

LLMに
おける
課題

長期記憶保持とアクセス性の限界 メタ認知的抽象化と自己学習能力の欠如

３つの
潮流

ベースモデルの進化に伴う、活用の幅の広がり

①ベースモデル自体のさらなる精度向上

マルチモーダルなインプットの拡充

マルチモーダルなインプット情報の統合により、複雑な感情
の理解力が向上し、それに伴って半永続的な記憶力も向上

パターン認識から推論モデルへの変化

思考の連鎖により、アナロジーを用いた汎化能力が向上し、
それに伴って、自己学習や知識創造が発展する見込み

③フィジカル空間：フィジカルAIとの誕生

SWとHWが一体化

SWの発展により知能化が進んで
おり、今後はSWとHWが一体的
となり、汎用かつ高度なタスク操
作を実行するフィジカルAIが誕生

②デジタル空間：エージェントの普及

実務的なタスクを自律的に実行

従来の受動的なAIとは異なり、
ユーザーの目的に応じて自律的
にタスクを設計・実行する能動的
なAIが普及

①ベースモデル自体のさらなる精度向上が、②エージェントの普及や③ロボティクスとの融合へと繋がるという3つの
潮流が存在する
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I. LLMの進化と現在地（限界点）

II. 3つの潮流を踏まえた5～10年後の技術動向
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マルチモーダルの現状と今後

14

マルチモーダルLLM

LLM

テキスト

画像

音声

動画

テキスト

画像

音声

動画

複数モダリティの情報は同じ特徴空間に表現される

犬<言語>

複数モダリティの情報統合イメージ

犬の写真<画像>

マルチモーダルLLMは、複数モダリティの情報の統合・出力が可能。多様な情報の統合により、感情理解能力が向上
し、重要な情報を選別することで永続的な記憶力も向上

 マルチモーダルLLMは、画像や音声など複数モダリティの情報を同じ特徴
空間で表現できるため、情報の統合や変換が可能

マルチモーダルLLMとは

 マルチモーダルLLMによる情報統合されたことで、表層的な感情理解を超え、複雑な感情
を捉えることが可能

 さらに、重要な感情を捉えやすくなるため、情報の引き出しや保存すべき情報が明確になり、
長期記憶が可能

マルチモーダルLLMの未来

半
永
続
記
憶
力
の
向
上

膨大な過去の情報全てを
長期記憶として保持できない

情報

情報

情報

情報

情報

過
去
の
記
憶

LLM

直近の情
報を参照

過
去
の
記
憶

長期
記憶

情報

情報

情報

情報

情報

強い感情を抱き印象に残った記憶を
長期記憶として保持

LLM
感情

中立

中立

喜び

中立

悲しみ

感
情
理
解
力
の
向
上

これまで これからこれから

表層的な感情理解にとどまる

画像

単一モダリティのデータ
から得られる情報から
感情を理解

コンテキスト踏まえた複雑な感情を理解
※米国生成AI先駆企業創業者は250種類の感情理解が

可能になると述べる

テキスト

音声

画像

複数モダリティのデータから
得られる情報を統合することに
より感情を理解
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推論モデルの現状と今後
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 推論モデルは、思考の連鎖（Chain of Thought, CoT）を通常のLLMよりも長く生
成することで、複雑な問題を分解し、その背後に隠れたパターンや意図を発見で
きるため、アナロジーによる汎化力が向上

 アナロジーを使って知識の汎化力を高め、多様な観点でバックトラッキングを活
用して試行錯誤を行うことで、自己学習能力が向上

 自己学習能力の向上により、抽象的な概念や情報構造を深く把握できるように
なり、知識創造力が飛躍的に向上

思考の連鎖の効果 思考の連鎖ありの具体例

推論モデルの特徴 今後の発展余地

問題（指示）を理解・分解してより深い回答をこなすことが可能になり、今後は問題（指示）のコンテキストや文脈・意図を
推察した上での知識創造や自己学習へ発展が見込まれる

パターン探索
の幅が広い

パターン探索
の幅が狭い

入力

出力

Step1

Step1

入力

出力

Step2

Step3

思考の連鎖なし

思考の連鎖あり

事象A

事象A

事象B

事象C

事象D

入力

今日着る服を選んでください。

出力

今日は天気も雨で寒いので、温かめのジャ
ケットを着ていくのが良いと思います！

1
今日はどんな場面に行くか

考える

2 今日の天気と気温を考える

3 お気に入りの服を考える

高級
レストラン

都内

雨

寒い

ジャケット

これまで これから

自
己
学
習
力
の
向
上

知
識
創
造
力
の
向
上

韓国系ファッションが好き

ファッション 韓国料理好き

転用

具体で転用しただけで創造性に
欠ける

多様な観点でバックトラッキングに自己学習
する

×収益性に欠ける

アイデア2

アイデア3

×新規性に欠ける

ヒトの単一的な観点による評価

アイデア1

Bad Good

抽象的なメタ情報を基に、一見関連性がない
ような創造的な組み合わせを発見

旧型の先端が
丸い新幹線

カワセミ
（嘴が鋭い鳥）

新型の先端が
尖った新幹線

アイデア1
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LLMの進化の方向性
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長期記憶力

過去のやり取りやユーザ嗜好を
半永久的に保持し、必要に応じ
て参照する能力

感情理解力
ユーザの感情や文脈を理解し、
適切に対応する能力

情報統合力

多種多様なドメインのデータか
ら得た情報を横断的に統合する
能力

情報理解力
多様な情報ソースを正確に読み
解く能力

技術発展
（インプット観点）

タスク処理能力
アナロジーによる

汎化力

ユーザの指示を正しく
理解し、正確に遂行す
る能力

既存の知識やスキル
を異なる領域・課題に
転用し新たな問題に対
応する能力

知識創造力

新たな発見・理論・アイ
デアを創出しイノベー
ションを起こす能力

自己学習能力

ヒトの介在がなくとも、
自身を自律的に改善し
継続的に進化する能力

技術発展
（アウトプット観点）

ASI（超知能）

推論モデル

Chat LLM

～2035年 *1

*1：汎用AIの実現に期待感が高まり、今後10年以内に汎用AIが登場するとの見方が増えている

LLMの能力は、インプットの観点では、より幅広い情報を統合する方向へと進化する。
アウトプットの観点では、より「深く」思考ができる方向へと進化する

AI技術発展のマッピング
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［参考］ 各社や著名人におけるAGIのレベルとは
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*1：複数の公開資料よりPwCが作成

• 定型的かつ特定のタスク
に関しては一部代替する
ことが可能

• 連携する複数システム・APIを横断した自律的な処理によ
り目的に応じて複雑なタスクを実行することが可能

• 会話を含む非言語情報より、ユーザーを深層的に理解し
た上で各タスクを自律的に実行することが可能

• 自律的に研究開発や仮説検証を行うことで常識を覆す創
造的な発見をすることが可能

• ヒトの指示なく、自己学習により自律的に能力を高めるこ
とが可能

～2024年 2025年～2040年 2041年～2050年

自然な会話言語能力を持つ
AI

博士号レベルの教育を受け
たヒトのように高度な問題解
決が可能なAI

独立または指示に基づいて
行動をとるAIシステム

新しいアイデアを発明し、
人類の知識に貢献できるAI

組織全体の業務を独立して
行うAI

Chat LLM 推論モデル

世界観を実現

するための要件
（仮説）

AIによって実現
される世界観

各段階における
AIの能力の概要

AIの発展 AIによる労働力の一部代替 AIとヒトの協働による労働市場の再編 社会根幹の再定義

米国半導体大手
CEO

対話型AIチャットはAIの
「スマートフォンの誕生の
瞬間」です。

2025年には初のAIエージェントが「労働力
に加わり」、企業の生産性を大きく変える。

米国AIスタートアップ
CEO

今後20年で過去300年分に匹敵するイノ

ベーションが起き、働き方や医療、都市構築
や食料生産まであらゆる産業が再定義され
る。

国内通信大手
グループ代表

AI は科学者を助け、私たちの周囲の宇宙を

探索するのに役立つ究極のツールになるの
ではないかと常々考えてきました。 米国大手IT企業

CEO

2,778名のAI研究者への調査の結果、2047年に
約50％の確率でAIがタスクをヒトの労働者よりも
うまく、より安価に実行すると考えられた。 米国研究機関

研究者

AI エージェント AGI ASI

各社や著名人が定義するAIの段階的発展

社会の根幹を再定義する可能性が高いAGI（汎用人工知能）やASI（超知能）は、2040年以降に登場すると予測される



PwC

比較観点 LLM SLM*1

得意領域

大規模なデータセットでト
レーニングされており、生成
される文章の精度や自然さ
が高く、幅広いタスクに対応

精度を大きく損なわない形で
モデルのサイズが削減され
ており、メモリや計算資源が
限られた環境でも動作可能。
開発・運用コストが低い

苦手領域

開発時のトレーニングには
大量のデータと計算リソース、
時間が必要。運用コストも
高い

パラメータ数が少ないため、
LLMに比べて生成される文

章の精度や自然さが劣り、
汎用性が低い

モデル精度 最先端推論モデル 特定タスクではLLMと同等

事前学習時間 数カ月 数日

推論速度 数分（タスクに依存） 数秒

実行環境 クラウド（API提供） クラウド、エッジデバイス

普及領域

ネットワーク接続されたあら
ゆる領域で活用可能

• プライバシーが求められる
医療や秘匿性の高い特定
ドメイン

• IoTやスマートフォン

企業特化
• RAG*2による参考情報の
追加で可能

• 事前学習は困難

• RAG*2による参考情報追加

• 学習コストが低いため企業
データで事前学習も可能

［参考］ SLMの発展・普及とは？

18

1 7
100 0

1 7
80 20

1 7
100 0

1 7
100 0

1 7
100 0

1 7
100 0

*1：Microsoft 『Phi-4 Technical Report』を参考にPwCが作成
*2：Retrieval-Augmented Generationの略で、LLMのもつ知識を外部知識で補完する技術

言語モデルのサイズ削減手法 LLMとSLMの比較

SLMはLLMと比較し、パラメータ数を数千分の１に小型化したモデルで、特定タスクでは同等の性能を発揮。
軽量で機密性の高い分野での活用が期待される

学習済み大規模言語モデル
（LLM）

小規模言語モデル
（SLM）

A 80％
B 20％

4bit表現
Ɯ42=0.12

学習データ

相対的に影響が
小さいパラメータ
を削除

学習済みの大規模モデルの確率分布を学習データとすることで、よりサイズの小さいモデルで
同様の推論を実現し、モデルダウンを果たす手法

蒸留

ニューラルネットワークの重み（パラメータ）の数値をより低精度の低ビットで表現することで、
モデルダウンを果たす手法

量子化

ニューラルネットワークの影響の小さいパラメータや層を削除することでモデルダウンを果たす
手法

枝刈り

32bit表現
Ɯ42=0.12345
678901234

学習データ

学習データ

学習データ

学習データ

学習データ

Ɯ42
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I. LLMの進化と現在地（限界点）

II. 3つの潮流を踏まえた5～10年後の技術動向

Ⅱ-① マルチモーダル・推論モデル技術動向

Ⅱ-② AIエージェント技術動向

Ⅱ-③ ロボティクスにおける生成AI技術動向

III. 技術動向を踏まえたAIエージェント時代の企業の在り方

Agenda

19
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エージェントとは
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限定自律型

ルール設定等の補完的
なサポートを実施

ある程度変動のある環
境で、複数のステークホ
ルダーと関わりながら、
決められた業務スコープ
の中で遂行する

自律性が高い（汎用型）自律性が低い（特化型）

ヒ
ト
の
役
割

概
要

ワークフロー型

手順の全体の設計

定型的で予測可能な環
境で、少人数との対人関
係のもと、明確な手順に
従って業務を遂行する

完全自律型

予測不能な環境で、新規
の人、物を含む多様な関
係の中で、目的やルー
ルを自ら再定義しながら
未知の業務を遂行する

手順1

手順2

手順3

ゴール

承認・最終判断のみ実施

AIエージェントの概要 AIエージェントの自律度合い

従来のユーザー指示（プロンプト）を必要とする受動的なAIと異なり、ユーザーの目的に応じて自律的にタスクを設計、
実行し、ユーザーに価値を提供する能動的なAIを指す

メモリ（実行結果の短期・長期記憶）

ガードレール（入出力のチェック）

AIエージェント

認識
内部知識と外部知識

ユーザーの質問や要
求を解析し、目的を正
確に理解するために、
内部知識と外部知識
を適切に活用

判断
情報を整理し推論

LLMによりタスクを整
理し段階的に推論を
進め、論理的で一貫
性のある回答を構築
する

実行
多様なアクション実行

自然言語で提示され
たタスクを基に多様な
アクションを実行。ア
プリケーションや他の
エージェント等を使用

1 2 3

Data

Agent

App

手順1

手順2 手順3

手順4 手順5

ゴール

・
・
・

手順1

手順5

ゴール

手順1

手順2 手順3

手順5
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AIエージェントの発展シナリオ
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*1：Gartnerは2028年までに、企業のソフトウェアエンジニアの90％がAIコードアシスタントを使用するようになると予測（https://www.gartner.com/doc/reprints?id=1-2IKO4MPE&ct=240819, 24’8）
*2：汎用AIの実現に期待感が高まり、今後10年以内に汎用AIが登場するとの見方が増えている（P22参照）
*3：Open AI共同創設者イリア氏がデータ枯渇を警鐘。現在のLLM大規模化の限界を指摘し、今後はLLMに専門性高い事象を思考させるフェーズへの意向を示唆（https://www.geeky-gadgets.com/ilya-sutskever-future-of-ai-2025/, 24’12）
*4：OpenAIが強化学習によるファインチューニングによって、特定分野にAIを特化させることを目的とした研究プログラム（Reinforcement Fine-Tuning Research Program）を公開（https://openai.com/form/rft-research-program/, 24’12）
*5：Google（Gemini）, OpenAI（o1, o1 pro, o3）と思考するモデルをリリースし、思考が必要な競技プログラミング、博士レベル数学、数学オリンピックのベンチマークのテストで過去最高成績を出した（各社HP, 24’12）
*6：OpenAIはヒトよりもはるかに賢いAIシステムを制御し、その意図に従わせるための新プロジェクト「Superalignment」を立ち上げ（https://openai.com/index/introducing-superalignment/, 23’7）

エージェントの
自立度合い

ワークフロー型が実現 限定自律型が実現 完全自律型が実現し、普及途上

LLM
モデル

学習データ

インプット
能力

アウトプット
能力

アウトプット

Agent

フレーム
ワーク

制御仕組み

Protocol

シングルモーダル（テキスト）の構成で、
過去のWebなど大量のデータを使用
（ただし事前学習効果は収束傾向*3）

マルチモーダル（画像、動画、音声等）の構成で、特定領域／専門領域に特化したデータ*4

個人の身体・生活データ

多様な情報ソースを正確に読み解く情報理解力を
有する

マルチモーダルなインプットを同じ空間への情報
統合が可能

情報統合により、複雑な感情の理解や半永続的
な記憶も可能

ユーザーの指示を正確に遂行するタスク処理能
力を有する

複雑な問題を分解し、その背後に隠れたパターン
や意図を発見するアナロジーが可能

自己学習や知識創造が可能

事前学習した知識／記憶ベースの回答
（教科書レベルの一般回答）

一般回答にとどまらず固有文脈を踏まえた
内容でも論理的に推論*5した回答が可能に

タスクに関する前提環境を認識し、

最終目的に向け自律的に適切なアクションを選択
して回答*5

エージェントが安定的に機能する仕組み
の探求

エージェントフレームワークの進化、共通規格への議論

ヒューマン・イン・ザ・ループで
AIの制御を強化

スーパーアライメント技術の基礎的な
課題が解決され、制御の枠組みが整備*6

スーパーアライメント技術が完成し、AIとヒトが
共同で制御する仕組みが確立*6

A2AやMCPといったAIエージェントや
LLM向けの新しいプロトコルが登場

AIエージェントやLLM向けのプロトコルの増加、標準化

2035年には、モーダルの種類や学習データの増加、LLMの精度アップにより幅広い文脈を踏まえた自律的なアクショ
ンを行えるようになる見込み

AIエージェント元年 2029年*1 2035年*2

（2025年）
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［参考］汎用AI（完全自律型AIエージェント）実現への見通し
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米国大手IT企業CEO 2023年5月 2033年以内
「ここ数年の進歩はかなり驚くべきものであり、その進歩が鈍化する理由は見当た
らない。むしろ加速する」と述べ、あと数年や10年以内には到達する可能性がある
と指摘。

米国大学名誉教授 2023年5月 2043年以内
「汎用AIができるまで20～50年かかると思っていたが、今では20年かそれ以下か
もしれないと考えている。さらに、AIが人類を絶滅させる可能性は考えられないこと
ではない」と述べる。 

国内通信大手グループ代表 2023年10月 2033年以内
ヒトの知能を超える汎用AIが「10年以内に実現し全人類の英知の10倍を達成す
る」と述べる。 

米国AIスタートアップCEO 2024年1月 適度に近い未来
世界経済フォーラムにて「汎用AIは適度に近い未来 （reasonably close-ish 
future）に実現する」と述べる。

米国電気自動車大手CEO 2024年4月 2029年以内
「おそらく来年末頃には、どのヒトよりも賢いAIが登場する。今後5年以内に、AIの
能力はおそらく全てのヒトの能力を超える」と述べる。 

米国研究機関研究者 2023年8月 2047年
（※50％の確率）

AI研究者2,778人へのアンケート調査によると、ハイレベル機械知能は2047年に
は50％の確率で実現するという結果であった。 

生成AIの登場で汎用AIの実現への期待が高まり、今後10年以内に登場するとの見方が増える一方、
実現時期は不透明で時間がかかるという意見もある

専門家／企業 発言時期 予測時期 予測時期に関する発言
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［参考］AIエージェントの自律性の発展における重要な設計要素
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現時点でのエージェント型システム構築は与えられた目標とその環境の複雑さに応じた設計が必要。技術発展のため
には環境への適応や独立した実行能力の向上、ヒトの制御のバランスが必須

*1：Open AI 『Practices for Governing Agentic AI』を参考にPwCが作成

対応策 • 目標に対してのタスク適合度合の評価
• 行動範囲の制限
• デフォルト動作の設定

観点
環境の複雑さ自律的な目標達成の複雑さ

AIエージェントの設計上の難しさ

注目
観点

• 目標達成に必要なタスクが多いほど失
敗しやすく、ユースケースごとに適切な
タスク計画と評価を行う

• ヒトが期待する目標は曖昧性を含むた
め、システムへの適切かつ具体的な目
標の写像が必要

• システムが動作する環境は、接続先の
データベースや活用するツール、その他
エージェントなど複合性の要素で構成さ
れるため、環境の複雑を認識が可能か、
環境に応じた振る舞いが可能かを検討

現在
地点

• 単純な目標である一部用途に限定して
システムを構成

• 環境の認識自体の手段が限られており、
システム設計で複雑さの事前定義が必
要

概要

• システムに求める目標がどれほど複雑
かつ広範なものであるか

• 目標に対してシステムが直面する環境
がどれだけ複雑であるか

目標

90％

90％ 90％

単純

複雑

成功

失敗

目標

目標

トライアンドエラー

• 自動モニタリング
• ヒトによる制御権の保持

• 透明性の確保
• 固有の識別子の付与

• リアルデータでの検証を通して、開発／
テスト段階でシステムが直面し得る環境
や状況を事前に確認。

• モニタリング中に適応能力を超えると判
断した際はヒトの指示を仰ぐことや中断、
委任の余地を残す

• エージェントは自律的に動作が求められ
るが、合わせて実行状況の監視と、エー
ジェントに一意の識別子を設定して追跡
性を高める安全性設計が必要

• 実行スピードと信頼性、安全性はトレー
ドオフの関係

• 思考型モデルの登場により、新たな状
況での振る舞いを考えることは可能だが、
評価は不完全

• 完全に独立して実行するシステムは意
思決定や現実世界への影響がないタス
クに限定

独立性新規の状況への適応

ヒトの介入余地とモニタリング

• システムが新規の事象や予想しない条
件でどれだけ適切にふるまえるか

• システムがどれだけヒトの介入を受けず、
独立して目標を達成できるか

通常タスクでAと想定していたが、
状況の変化が起きてBになった

A

B 目標

 タスクプラン
 実行過程
 実行結果

目標
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［参考］ エージェントフレームワークとは
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現在はLLMの性能やツールの制約から状態遷移型フレームワークが主流であるが、今後はより自律的なエージェント
型フレームワークが実装される

ワークフロー型制御が可能 より自律的なエージェントらしい振る舞いが可能

エージェントをバックボーンや役割
ベースで定義する。目標を共有し、複
数エージェントで協調的にタスクを遂
行する。

User Proxy Agentというユーザーの
代理エージェントが起点となり、タス
ク完了まで、複数のエージェントとや
り取りを行う。

OSSフレームワーク等に含まれる、グ
ラフ化して状態管理する仕組み。有
向グラフを繋げていくことで状態の管
理やサイクルの管理を行う。

• 役割別の専門エージェントを用意すること
で、設計がわかりやすくなり、それぞれの
強みを生かしやすい

• 一部オープンソースライブラリを利用して
実装されており、オープンソースライブラリ
との親和性が高い

• フロー・条件の設定や外部ツールとの連
携など視覚的・直感的に把握が可能

• ワークフローの細かい調整が可能で、
エージェントの動作をヒトの想定通りに制
御しやすい

• 大手プラットフォーマーのエコシステムで
他のパッケージと統合して扱える

• エージェントの定義など高度なカスタマイ
ズが可能で、複雑な制御を要する研究開
発などに活用しやすい

• エージェント自体がタスクの振り分けを決
定するため、自律的で効率的

• 大手モデル提供者が公式に提供するパッ
ケージで、提供モデルシリーズと相性が
良く、実装もシンプルでわかりやすい。

エージェントとツールの統合、エー
ジェント間のタスク受け渡し、入出力
の検証機能、実行過程の可視化を提
供し、複数エージェントの協調動作や
安全性の確保する。

概要

メリット

デメリット • エージェントが増えたときの管理が煩雑

• グラフが肥大化するとノードとエッジが増
えてわかりにくくなるリスク

• グラフの人手による設計が必要で工数が
かかりやすい

• エージェントが増えた場合の振り分け難易
度が高い

• 特定モデル以外のモデルを利用できない

• 複数エージェントを協調させるための設
計・設定がやや複雑

• 会話ベースでタスクをすすめるため、他
ツールと比べて制御の難易度が高い

条件やフローはヒト
による設計が必要

User

Agent 1 API Tool

IF

条件やフローはエー
ジェント自体が判断

User

Triage Agent
優先順位を検討

Agent 1 Agent 2 Agent 3

Task1

例：調査

Task2

例：戦略立案

Agent1
例：調査専門家

Agent2
例：調査専門家

Tool
例：Webpage

イン
プット

アウト
プット

Process

User
Proxy

人間

Agent 1

例：開発者

Agent 2

例：確認者確認後コード

作成コード

アウトプット

インプット

状態遷移型 汎用SDK型 協調型 自己駆動型
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I. LLMの進化と現在地（限界点）

II. 3つの潮流を踏まえた5～10年後の技術動向

Ⅱ-① マルチモーダル・推論モデル技術動向

Ⅱ-② AIエージェント技術動向

Ⅱ-③ ロボティクスにおける生成AI技術動向

III. 技術動向を踏まえたAIエージェント時代の企業の在り方

Agenda
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ロボティクスの変遷と今後の発展余地

26

1960～70年代 1980～90年代 2000年代～2020年 2020～2025年（現在） 2025～2030年 2030年～

腕（HW）の発展

脳と身体の一体的発展
脳（SW）の発展

HW/SWの統合

（End to End制御）

ITシステム AI・デジタルの進化 高度なAIの進化思考

座標等のルールベースでの制御
従来制御＋デジタルとの連携

認識技術の発展
制御

HW製造技術の確立 精密操作HWの製造技術の普及操作

系譜

ロボティクスは近年SWの発展により知能化が進んでいる。今後はSWとHWが一体的に発展することにより、より高度
なタスクが遂行可能になると予想される

 自動車産業を中心に産業
用ロボットの導入

 電子・電器産業の半導体
製造や電子組み立て等精
密分野でのロボット利用
が拡大

 家庭用ロボット掃除機や
民間向けドローン等のロ
ボットの多様化が進む

 自動運転やロボットの高
度な意思決定機能が実験
されている

 End to End制御による汎
用ロボットの出現

 汎用ロボットの発展により
BtoB以外の領域にもロ
ボットが浸透

 ヒトと同等程度のパフォー
マンスが可能なヒューマノ
イドが実現

実装

事例

〈ユニメーション社〉

• 世界初産業用ロボット（1961）
〈山梨大学他, SCARA〉
• 高速・高精度な電子部品組立ロ
ボット（1981）

〈Amazon社, Kiva〉
• 倉庫ロボットシステム（2012）

〈Waymo社, Waymo One〉
• 完全自動運転タクシー（2018）

〈Neura Robotics社, MiPA〉
家庭用協調ロボット（2025）
〈Standard Robotics社〉

移動式協働ロボット（2022）

〈サンクチュアリAI社, Phoenix〉
• 汎用人型ロボット（実証実験段
階）

産業ロボットの発展 精密分野への進展 ロボットの多様化 ロボットの知能化 AIロボットの民主化 ヒューマノイドの普及
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ロボティクスの進化における生成AIによる頭部分（認識、制御、実行）の重要性
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構成

処理

指令

頑健性

• 認識・計画・制御・実行が機能ごとに独立されており逐次的に実行

• 直列的な処理であるため、環境のあらゆる制約に配慮した並列的
な思考が困難

一方向

具体／特定

低い

• 指令から実行まで指定ルールに従い逐次的にタスクを実行

独立

• 状況が限定された特定のタスクのみ実行可能

• 想定外のイベント発生によりエラーが生じるリスクが高い

実行

プロセス

（例）

ルールベース制御システム

実行制御認識
ロボ物体

物体A（液体の入った紙コップ）を

指定座標・指定姿勢（𝑥𝑥, 𝑦𝑦, 𝑧𝑧, 𝜓𝜓, 𝜃𝜃, 𝜙𝜙）まで移動してください

1. カメラによる現在位置と目標位置
の差分を計算

2. ロボットアームの目標姿勢を計算

3. 目標姿勢までに必要な各関節のト
ルク・電流値を計算

ルールベース制御

想定外の変化（対象物の形状
変化、液体の飛散）に対応でき
ない

双方向

抽象／汎用

高い

• 環境変化に合わせてタスクを調整しながら実行

統合

• 環境差分を一定許容できる汎用的なタスク

• 一定程度までは状況の変化に対応し適切な対応が可能

• 複数のセンサ情報と最終的なロボット出力を統合して学習させるこ
とにより、各処理が統合された一気通貫制御を実行

• 複数の情報を統合した思考が可能であるために、環境のあらゆる
制約に配慮した対応が実現可能に

ロボ物体
認識

計画・推論

制御・実行

End to End制御AI

コップを台の上に置いておいてください

 コップは見たところ液体が入って
おり、こぼさないように運ぶ必要
がある

 コップは触った感覚で紙でできて
おり潰さない程度の力で持たな
ければならない

 ・・・

Enｄ to End制御

センサ全体の情報から起こ
りうる事象・起きた事象への
柔軟な対応が可能

AIの進化により、従来のロボット制御とは異なるEnd to End制御が可能になり、既存技術では実行困難であった汎用
かつ高度なタスク操作が実現する

従来の逐次処理によるルールベース制御 AI技術の発達によるEnd to End制御

カメラ

物体A

ロボット
アーム

目標位置

触覚センサ

カメラ

物体A

ロボット
アーム

目標位置
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生成AI発展（脳）によるロボティクス・上位システム進化シナリオ
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汎用ロボ化

実行タスクの
高度化

ロボ間
協調

ロボ
自律化

モバイルマニピュレータ、セミヒューマノイド、ヒューマノイドなどのHW / SW
の統合や推論モデル（大脳）の高度化、SLM（小脳）の高速化により、ルール
ベースのタスク実行から汎用タスクの遂行が可能になる

力触覚などのセンシングを含めたマルチモーダルAIの一体的高度化、End 
to EndでのAIの統合的制御により、従来技術的に自動化が難しかった高度
なタスクの自動化が可能になる

工場ラインの多数台ロボット連携に加え、幅広い業界で移動ロボットやモバ
イルマニピュレータの多数台連携するために、タスク・役割を分担・協調する
システムの活用が進む。中央司令塔的知能システムによる群制御と、ロボッ
ト各々が自律的に判断するマルチエージェントシステムの大きく２つの技術
の進化を想定

スマート工場等の作業現場においてロボットがIT+OTと連携し、現場の機器や
IoTのデータからの情報に基づきながらロボットが自律的に判断・作業する。逆
に、ロボットからのセンシングデータや作業結果もデータ統合され、現場全体
がシステムとしてループがまわる

ロ
ボ
ッ
ト
シ
ス
テ
ム

上
位
シ
ス
テ
ム

推論モデル

SLM

マルチモーダル

AIエージェント

汎用パッケージ化、複雑タスク対応といったロボットシステムの進化と、群制御やIT+OT連携といった上位システムの進
化を想定

生成AI（脳）技術 AI技術発展により影響する技術進化シナリオ



PwC

I. LLMの進化と現在地（限界点）
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AIエージェント時代の企業の在り方の変化
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現在 シンビオティック・エンタープライズ シンギュラリティ・エンタープライズ

～2025年 2025年～2030年 2035年～

ピラミッド型組織で、 「ヒト」が
固定された業務フローを実行

ピラミッド型組織で、 「AIとヒト」が固
定された業務フローを実行

ホラクラシー型組織で、 「AI」が
動的再編される業務フローを実行

社長

購買部門 生産部門 販売部門

（従来型の）業務プロセス

IT部門

人事部門

・・・ ・・・

・
・
・

社長

購買部門 生産部門 販売部門

（従来型の）業務プロセス

IT部門

人事部門

・
・
・

・・・ ・・・

※ 各AI Agentとヒトはそれぞれ役割を持つ

社長

AIを起点とした“新”業務プロセス

オーケストレータ

セールス

AIメンテ

交渉

戦略立案

顧客管理

状況に応じて適切な役割を呼ぶ

製造

ヒトを起点に回っていたピラミッド型組織と固定化された業務フローは、AIを起点にホラクラシー型組織へと刷新され、
業務フローはリアルタイムで動的に最適化される
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シンビオティック・エンタープライズの在り方

A
I

ヒ
ト

情報の収集・提供

経営層の意思決定補助

業務の執行等の監査や法務チェック

サプライヤーとの価格交渉・納期調整

新しいアイデア出し

組み立て作業等の生産実行

製品の外観・性能の評価

商品の検索・比較・提案

問合せに対する回答

システムの設計

システムのコーディング

システムのテスト

システムの監視とアップデート

目標や作業の設定・指示

AIの出力に対する最終的判断

AIの業務要件設計

AIの倫理性・透明性等の監視

会計データ入力・整理

1

2

3

4

5

6

7

8

9

10

11

12

13

15

16

17

18

14

AIエージェントが主体となり、多様な役割を自律的に担うことで、企業活動の効率化・高度化が進む

31

シンビオティック・エンタープライズの在り方 AIとヒトが担う役割
外部環境の変化

政治

経済

社会

技術

• プライバシー規制強化
• 関税引き上げ etc.

• SDGsの高まり
• テレワークの増加 etc,
• 生成AIの技術革新
• 5Gの登場 etc. 取締役

社長

社内

サプライヤー 顧客購買部門 生産部門 販売部門・・・ ・・・

監査

サプライヤー
企業担当者

購買

取引先

調達AGT

価格・納期交渉

最終判断
品質管理AGT

フィジカルAGT

生産
指示

24時間稼働

品質
評価

購買

商品

顧客
嗜好

商品提案AGT

商品提案

顧客問合せAGT

問合せ

情報連携

問合せ

回答

アイデア出しAGT

アイディエーション

情報収集・提供AGT 経営層のアドバイザーAGT

監査AGT

カスタマーAGT

提案

指示

顧客
嗜好

調達AGT

調達AGT

経営企画・DX部門

IT部門

アップデートAGT設計
AGT

実装
AGT

テスト
AGT

要件作成・
指示

設計 実装 テスト 運用企画

その他バックオフィス関連部門

法務・税務AGT 会計AGT

1 2

3

4

5

6

7

8

9

15

310 11 12 13

16

17

在庫

• 原油価格の高騰
• ウイルスによる停滞 etc.

14

18 AI監視
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シンビオティック・エンタープライズにおけるAIとヒトの役割

32

データ入力・整理

情報の収集と提供

経営層の意思決定補助

問合せに対する回答

契約書等の文章作成

システム設計～運用・保守

組み立て作業等のフィジカル実行

業務の執行や財務状況の監査

スケジュールの作成・進捗管理

製品の外観・性能の評価

データ処理・分析

心のケアを重視した人材育成

新しいアイデアの創出と社会応用

価格交渉・納期調整

プロジェクト計画・管理、問題解決

フィジカルAI/AGTへの作業指示

AIの出力に対する最終的判断

AIの倫理性・透明性の評価・監視

AIガバナンスの策定

AIの業務要件設計

AIの業務への浸透推進

実務作業の実行

ヒューマンタッチなコミュニケー
ション

AI制御

AIとビジネスの紐づけ

代
替
可
能

代
替
不
可

• 6つのベースモデルの能力（情報理解力、情報統合力、感情理解力、タスク処理
能力、アナロジーによる汎用力、自己学習能力）の向上やフィジカルとAIの融合に
より、従来ヒトが担当していた単純作業や定型的・準定型な業務がAIによって代替
可能となった

• これにより、業務は効率化・高度化され、ヒトにしかできない戦略的かつヒト的な価
値を創出する役割へシフト。ヒトは、単純作業や反復作業から解放され、創造力や
戦略的判断、対人スキルを活かす業務に専念することが可能となる

• 責任所在が曖昧：AIは出力に対して責任を持てないため、ヒトの関与が必要である

• 非倫理的偏見や差別の生産リスク：AIは過去のデータをもとに学習するため、無
意識に社会的偏見を反映した判断をする可能性があり、ヒトの関与が必要である

• 長期記憶力の不足：過去のやり取りからの信頼感等の長期的なコンテキスト （＝

“心のつながり”）を捉えることが難しいため、ヒューマンタッチが必要な役割は担
えない

• 知識創造力の不足：アナロジーによる汎用力により具体での転用は可能だが、イ
ノベーションを生み出すための抽象的なメタ情報で組み合わせを検討できないた
め、創造性が必要な役割は担えない

ヒトの
既存役割

ヒトの
新規役割

AIが実務を担い、ヒトはヒューマンタッチやイノベーション創出に加え、AI制御を通じて、組織文化と倫理観を守り、戦略
的かつヒト的な価値を創出する役割を担う

主要な役割（例） AIの代替可否の理由AIの代替可否

創造的なイノベーション創出
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組
織
構
造

ピラミッド型組織から
ホラクラシー型組織へ

• 機能別部門ではなく、業務ごとのエー
ジェント・タスクフォース単位に再編

• 意思決定者と作業者のピラミッド構造
が撤廃されたフラット組織に再編され、
意思決定スピードが向上

静的業務フローから
動的業務フローへ

• 「購買→生産→販売」のフローが、AI
エージェント同士の連携を踏まえた業
務プロセスに進化

• 必要な業務に合わせて、動的に業務フ
ローが再編され、最適化される

業
務
プ
ロ
セ
ス

設計・開発
商品企画

社内

AIを起点とした“新”業務プロセス

監視

指示

調達した部品を
基に製造指示

選定 オーケストレータ

購入支援

顧客商品提案
問合せ
対応

受注処理

PR

財務計画

コンプライ
アンス

支払/請求
処理

財務予実
管理

品質管理

製造

生産管理

インフラ
管理

AI監督

AIメンテ

サプライヤー
選定

交渉・契約

在庫最適化

需要予測
交渉

交渉・契約

サプライヤー

AIエージェントが主体となり、多様な役割を自律的に担うことで、企業活動の効率化・高度化とどまらず、組織構造や業
務プロセスの抜本的な変革が起こる

シンギュラリティ・エンタープライズの在り方 再編のポイント
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定型 準定型 非定型

汎用

業務

対応

専門

業務

対応

実行タスクの難易度

実行タスクの専門性

業種や業務内容を
問わず幅広い場面
で柔軟に対応する

特定の業種・職種
に特化し、その分野
特有のニーズや業
務フローに深く対応
する

定型的で予測可能な環境で、少人数
との対人関係のもと、明確な手順に
従う業務

ある程度変動のある環境で、複数のス
テークホルダーと関わりながら、決めら
れた業務を遂行する業務

予測不能な環境で、新規のヒトを含む
多様なヒト同士の関係の中、目的や
ルールを自ら再定義する必要がある未
知の業務

• 営業活動
• プロジェクトマネジメント

• 経営・戦略策定
• 研究開発
• M&A等の高度な交渉
• 芸術・創作活動
• オンラインカウンセリング

ヒト中心

• オンライン教育
• オンライン医療診断
• ソフトウェア開発
• デジタルマーケティング
• HRオンライン面接等の選考業務
• 法務文書作成
• サプライヤーとの交渉
• 介護支援

限定自律型とヒトの協働

• ITシステム管理・運用
• 消費者ローン審査等の業務
• 製品の品質検査
• 仕訳等の経理・財務作業

• データ入力等の事務作業
• ECの在庫管理
• 配送管理等のロジスティクス

完全自律型による完全代替

• チャットボット等のカスタマー
サポート

AIエージェントが定型・準定型業務においてますます重要な役割を果たす一方で、創造性や高い判断力を必要とする
非定型業務は引き続きヒト主体で行われると予測

AIエージェントが活用される業務範囲
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現在は特定作業に特化したロボットに軸足が置かれているが、AI技術の進化により、今後さらに複雑なタスクや汎用的
なタスクを実行可能になると予想される

特
定
業
務

特
化

汎
用
業
務

対
応

実行タスクの幅

ある特定の業務に向
けてコンフィギュレート
されたSW/HWを持つ
ロボット

一般的にヒトが行う
タスクを幅広くこなせる

ように設計された
SW/HWを持つロボット

実行タスクの

難易度

同一型の対象物に対して決
められた作業を行うタスク

定型作業 対象物の変化 作業環境の変化 未知の物体・環境

不定形の対象物に対して決
められた作業を行うタスク

対象物が動的に変化する
タスクを実行

対象物およびタスク内容、
タスク順序が動的に変化
するタスクを実行

• 溶接ロボ（1961）
製品部品単一行程（溶接）を実行

• 倉庫管理ロボット（2012）
あらゆる形状の製品の仕入、配置、
品出しを単一ロボットで実行
2013年にAmazon Robotics社が
倉庫内に実装

• 自動運転（2018）
路面環境の変化を認識し無人で判断、
運転を実行
2018年にWaymo社がサービス開始

• ホテルサービス
ロボット
顧客対応業務に対して自律的に適
切な優先度付けおよび対応を実施

• ヒューマノイド
ヒトと同等の身体を持ち、ヒトのあ
らゆる業務をこなすことが可能

• 自動手術ロボット
患者ごとの身体差異、罹患位置に
よらず精度の高い手術を実施

• 今後実現されうる領域

• 現在までの実装事例

• 被災地捜索ロボット（2019）
被災地の瓦礫内部を捜索
2019年に日本とEUとの国際共同研究
を開始

• 対話的サービスロボット
（2022）
ヒトからの指示に対して、学習したス
キルを基に最適な行動を実行（例：
飲み物をこぼした客の要求に対して、
スポンジを渡す）
2022年にEveryday Robots社が論
文発表

• 介護ロボット（2013）
ベッドから車椅子などへの移乗を
サポート
2013年にFuji社「Hug」がサービス
開始

AIとの組み合わせによるロボティクス発展の方向性
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概要

• ヒトが主体となり業務を進め、AIはヒトをサポートする役割を果たし
ていた

• 一定の効果はあるものの、活用範囲が特定ユーザーに限定され、
ヒトが主体で進めるため、影響範囲は限定的

• AIが主体となり、デジタルとフィジカルの両空間で自律的にタスクを設計・
実行することで業務を代替し、高度なタスクにおいてはヒトと協働する

• 高度なタスクにおいてはヒトと協働するものの、基本的にはフィジカルAI
やAIエージェントが自律的に実行するため、効率化・高度化による効果は
大きい

働き方

ヒトが業務を主導し、AIはサポート

業務プロセス

自動化サポート

RPA

判断のサポート

ヒトが業務の
主を担う

予測

ヒトの業務代替・ヒトとの協働・ヒト中心の3パターン

業務プロセス

AIが業務の
主を担う

完全代替 完全代替 完全代替ヒトとAIの協働

調査

ヒトによる
方向性指示

従来はヒトが主体であり、AIはあくまで補助的な役割を担っていたが、今後はAIが主体となって業務を遂行し、ヒトの業
務を代替・補完する、あるいはヒトと協働する形へと働き方が変化していく

“これまで”の働き方 “これから”の働き方

AIの
利用者

ブラックボックスなAIのため専門知識を持つ限られたヒトのみ利用可能

積極的な

活用

社内外データサイエンティスト
（DS）

開発 IT部門
DX部門

ブラックボックスなAI

事前学習済みモデルAIのため専門知識を持たない全ての人が利用可能

外部の
ビックテック企業

IT部門

営業部門

管理部門

幅広い業務に活用

開発
学習済みモデル

DX/DS 専門知識保有
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